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Data Protection in the Use of AI Systems – 
PDPC Proposes Guidelines on Use of Personal 

Data in AI Recommendation and Decision Systems 
 

Introduction 
 

The Personal Data Protection Commission ("PDPC") has launched a public consultation 

("Consultation") seeking views on the Proposed Advisory Guidelines on Use of Personal Data in AI 

Recommendation and Decision Systems ("Guidelines"). The purpose of these Guidelines is to clarify 

how the Personal Data Protection Act 2012 ("PDPA") applies to the collection and use of personal data 

by organisations to develop and deploy systems that embed machine learning ("ML") models ("AI 

Systems") which are used to make decisions autonomously or to assist a human decision-maker 

through recommendations and predictions. 

 

The release of these proposed Guidelines for consultation is timely given the rapid development of AI 

technology and their deployment by businesses across a wide variety of functions. For example, AI 

recommendation and decision systems are used in e-commerce to recommend and personalise 

products or content to users based on browsing and purchasing behaviour, and to predict product 

demand so as to optimise product focus and inventory.   

 

One of the key issues is the use of personal data in the training of such AI Systems. While such data 

may be essential to the training process, it raises questions about how it interacts with an organisation's 

data protection obligations under the PDPA, and how to avoid the breach of such obligations. The 

Guidelines will thus be a vital source of guidance in this regard. 

 

The consultation on the Guidelines is in line with the increasing focus on responsible use of AI by 

Singapore's regulators. In June 2023, the Infocomm Media Development Authority launched the AI 

Verify Foundation ("Foundation"), which aims to harness the collective contributions of the global open-

source community to develop the AI Verify testing tool for the responsible use of AI. The Foundation will 

look to boost AI testing capabilities and assurance to meet the needs of companies and regulators 

globally. For more information on this, please see our Legal Update on "Ensuring the Responsible Use 

of AI – Singapore Launches the AI Verify Foundation", available here.  

 

The Consultation ends on 31 August 2023. Businesses utilising AI Systems may wish to digest the 

practices proposed in the Guidelines regarding the use of personal data, and to provide feedback on 

the Guidelines where relevant. This Update highlights key elements of the Guidelines.  

 

 

https://aiverifyfoundation.sg/
https://aiverifyfoundation.sg/
https://www.rajahtannasia.com/wp-content/uploads/2024/11/2023_07_Client-Update-Singapore-Launches-the-AI-Verify-Foundation-3438-1011-7427-v.1.pdf
https://www.linkedin.com/company/rajah-&-tann
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Overview of the Guidelines 
 

The proposed Guidelines are intended for situations where the design or deployment of AI Systems 

involves the use of personal data in scenarios governed by the PDPA. The aim of these Guidelines is 

to: 

 

• Clarify how the PDPA applies when organisations use personal data to develop and train AI 

Systems; and 

• Provide baseline guidance and best practices for organisations on how to be transparent about 

whether and how their AI Systems use personal data to make recommendations, predictions, 

or decisions.  

 

The Guidelines are organised according to the stages of AI System implementation as follows:  

 

Stage of AI System Implementation Topics 

Development, testing and monitoring: Using 

personal data for training and testing the AI 

System, as well as monitoring the performance 

of AI Systems post-deployment. 

• Consent  

• Business Improvement and Research 

Exceptions  

• Implementing data protection measures  

• Anonymisation 

Deployment: Collecting and using personal data 

in deployed AI Systems (business to consumer 

or B2C). 

• Notification and Consent Obligations 

• Accountability Obligation 

Procurement: AI System or solution provider 

providing support to organisations implementing 

the AI System (business to business or B2B). 

• Notification and Consent Obligations  

• Accountability Obligation 

 

 

Development, Testing and Monitoring 
 

Business Improvement Exception and Research Exception 

 

When using personal data to train an AI model, organisations can seek the consent of the individual to 

which the personal data relates. Apart from this, the PDPA provides certain exceptions to the Consent 

Obligation, including the Business Improvement Exception and the Research Exception. Organisations 

may wish to consider if it is appropriate to rely on either exception when using personal data to develop 

an AI System. 

 

• The Business Improvement Exception enables organisations to use, without consent, 

personal data that they had collected in accordance with the PDPA, where the use of the 

personal data falls within the scope of any of the prescribed business improvement purposes.  
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• The Research Exception allows organisations to use personal data for research purposes, 

subject to certain conditions.  

 

The Guidelines set out the following examples of purposes where the Business Improvement Exception 

could be relevant to AI System development:  

 

• Recommendation engines in social media services that offer users content aligned to their 

browsing history; 

• Job assignment systems that automatically assign jobs to platform workers; 

• Internal HR systems used to recommend potential job candidates by providing a first cut in 

matching candidates to job vacancies; and 

• Use of AI Systems or ML models to provide new product features and functionalities to improve 

competitiveness of products and services. 

 

The Guidelines also set out the following relevant considerations on whether to rely on the Business 

Improvement Exception: 

 

• Whether using personal data for this purpose contributes towards improving the effectiveness 

or quality of the AI Systems or ML models and their output; 

• Whether it is technically possible or cost-effective to use other means to develop, test or monitor 

the AI Systems or ML models; 

• Common industry practices or standards on how to develop, test and monitor such AI Systems 

or ML models; and 

• Whether such use will contribute to the effectiveness or improved quality of new product 

features and functionalities that help organisations innovate, improve competitiveness, become 

more efficient/effective, and enhance consumer choice, experience, and usability. 

 

As for the Research Improvement Exception, the relevant considerations would include the following: 

 

• How and the extent to which developing such an AI System will improve understanding and 

development of science and engineering;  

• Potential of application of the AI System to increase innovation in products or services that 

benefit society by improving the quality of life;  

• How the use of personal data helps develop more effective methods to improve quality or 

performance of the AI System or ML model; and 

• Developing industry practices or standards for the development and deployment of AI Systems 

or ML models. 
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Data Protection Considerations  

 

The Guidelines highlight that when designing, training, testing, or monitoring AI Systems using personal 

data, appropriate technical, process and/or legal controls for data protection should be included. This 

would include the following: 

 

• Where possible, organisations are encouraged to pseudonymise or de-identify the personal 

data used as a basic data protection control.  

• In the context of developing AI Systems, organisations should practise data minimisation as 

good practice.  

• If pseudonymisation is not possible and raw personal data has to be used, organisations are 

reminded of their Protection Obligation under the PDPA. 

• AI Systems will have security risks/points of weakness that can be exploited for privacy attacks. 

Organisations should take a privacy-by-design approach and take steps to assess the risk of 

such privacy attacks as well as seek to mitigate such risks within the AI System.  

• Per the Accountability Obligation under the PDPA, organisations must ensure that their policies 

regarding the use of personal data in their organisations to develop AI Systems are updated, 

and practices established. 

 

As highlighted, organisations are encouraged to anonymise their datasets instead of using personal 

data. Organisations should carefully weigh the pros and cons of using both types of data, and clearly 

document internally the reasons for choosing to use personal data instead of anonymised data. The 

Guidelines set out considerations for whether anonymisation is sufficiently robust as to reduce the risk 

of re-identification:  

 

• Whether the process of chosen anonymisation method is reversible; 

• The extent of disclosure of the dataset and its intended recipients; 

• Whether a motivated individual can likely find means to re-identify the anonymised dataset using 

either publicly available information or information the organisation already has in its 

possession; and 

• The extent of controls the organisation has put in place, including within the AI System, to 

prevent re-identification of the anonymised data. 

 

Deployment – Collection and Use of Personal Data in AI Systems 
 

This section deals with how the PDPA applies when organisations deploy AI Systems in their products 

or services that collect and use personal data. Organisations should be mindful of their relevant PDPA 

obligations – specifically, the Consent Obligation, Notification Obligation and the Accountability 

Obligation.  
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Consent and Notification Obligations 

 

When AI Systems are deployed to end users, personal data may be collected and/or processed by the 

AI System to provide the recommendation, prediction or decision. In such situations, organisations must 

be aware of their Consent Obligation and Notification Obligation under the PDPA. This is to enable 

individuals to provide meaningful consent. 

 

• Consent – Organisations are allowed to collect, use, or disclose an individual's personal data 

if the individual gives his consent for the collection, use or disclosure of his personal data. 

• Notification – Users must be notified of the purpose of the collection and intended use of their 

personal data when their consent is sought for such collection and use. 

 

The Guidelines encourage organisations to provide information on the following in crafting their 

notifications to users regarding the use of their personal data in the AI System:  

 

• The function of their product that requires collection and processing of personal data; 

• A general description of types of personal data that will be collected and processed; 

• Explain how the processing of personal data collected is relevant to the product feature; and 

• Identify specific features of personal data that are more likely to influence the product feature. 

 

The Guidelines further set out the following practices on the manner of providing the above information: 

 

• The provision of such information could be through notification pop-ups or can be included in 

more detailed written policies that are publicly accessible or made available to end users on 

request. 

• It may be useful to consider "layering" of information –displaying the most relevant information 

more prominently, and then providing more detailed information elsewhere. 

• Where organisations assess that it is necessary to limit or omit details in order to protect 

commercially sensitive and/or proprietary information, if appropriate, and choose to provide a 

more general explanation instead, it is good practice for these decisions to be justified and 

documented clearly internally. 

 

Accountability Obligation 

 

The Accountability Obligation under the PDPA refers to how an organisation discharges its responsibility 

for personal data which it has collected or obtained for processing, or which it has control over. Amongst 

other things, organisations are required to develop policies and practices to meet its PDPA obligations.  

 

The Guidelines thus provide that organisations that make use of AI Systems should be transparent and 

include relevant practices and safeguards to achieve fairness and reasonableness in their written 

policies. The level of detail to be provided should be proportionate to the risks present in each use-case.  
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• Organisations should consider pre-emptively making such written policies available through 

their website, and not only upon request of individuals.  

• Organisations are generally encouraged to consider providing more information on data quality 

and governance measures taken during AI System development if such information is deemed 

relevant and doing so does not compromise security, safety, or commercial confidentiality.  

 

The Guidelines also make reference to additional resources which organisations may take advantage 

of in fulfilling their Accountability Obligation: 

 

• The Model AI Governance Framework may provide further suggestions on managing 

stakeholder interaction. 

• The Implementation and Self-Assessment Guide for Organisations may help in providing 

guiding questions and examples on stakeholder interaction. 

• Organisations can consider using technical tools such as AI Verify to validate the performance 

of the AI System or ML model. Information from the testing report can be used to support 

information that they wish to include into their notifications or written policies. 

 

Procurement of AI Systems 
 

This section is relevant for organisations that engage service providers (e.g., systems integrators) who 

provide professional services for the development and deployment of bespoke or fully customisable AI 

Systems.  

 

Where such service providers process personal data on behalf of their customers, they may be deemed 

to be data intermediaries and thus have to comply with applicable obligations under the PDPA. Service 

providers who are data intermediaries should adopt the following practices: 

 

• At pre-processing stage, use techniques such as data mapping and labelling to keep track of 

data that was used to form the training dataset; and 

• Maintain a provenance record to document the lineage of the training data that identifies the 

source of training data and tracks how it has been transformed during data preparation. 

 

Such service providers are encouraged to provide support to the organisations that need to meet their 

Notification Obligation, Consent Obligation and Accountability Obligation. The Guidelines provide the 

following best practices to achieve this: 

 

• Understand the information that customers are likely to require based on their needs and impact 

on users; and 

• Design the system to ensure that the organisation can obtain relevant information. 

 

 

https://www.pdpc.gov.sg/-/media/Files/PDPC/PDF-Files/Resource-for-Organisation/AI/SGModelAIGovFramework2.pdf
https://www.pdpc.gov.sg/-/media/Files/PDPC/PDF-Files/Resource-for-Organisation/AI/SGIsago.pdf
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Concluding Words 
 

AI tools present a multitude of use-cases for businesses, including AI recommendation and decision 

systems. However, such AI Systems are often reliant on the use of personal data for training the system. 

In Singapore, the PDPA imposes strict obligations on organisations that use personal data, with 

potentially onerous penalties for a breach thereof. It is thus important for businesses that use AI Systems 

to understand how the PDPA obligations relate to AI Systems. 

 

The proposed Guidelines seek to provide more specific guidance on the PDPA obligations that 

organisations should consider when using AI Systems. Helpfully, the Guidelines also provide best 

practices that organisations may employ to achieve compliance with these obligations. 

 

Businesses may wish to consider whether the principles and best practices set out in the Guidelines are 

adequate or practical in the context of their operations. Organisations should also consider whether their 

current policies and practices are in line with the Guidelines and what action needs to be taken to 

achieve compliance. Parties who wish to provide feedback, or who have further queries on the 

Guidelines and related issues, may feel free to contact our team below. 

 

Click on the following links for more information (available on the PDPC website at www.pdpc.gov.sg): 

 

• Public Consultation for the Proposed Advisory Guidelines on Use of Personal Data in AI 

Recommendation and Decision Systems 

• Proposed Advisory Guidelines on Use of Personal Data in AI Recommendation and Decision 

Systems 

  

http://www.pdpc.gov.sg/
https://www.pdpc.gov.sg/-/media/Files/PDPC/PDF-Files/Legislation-and-Guidelines/Public-Consult-on-Proposed-AG-on-Use-of-PD-in-AI-Recommendation-and-Systems-2023-07-18-Draft-Cover-Note.pdf
https://www.pdpc.gov.sg/-/media/Files/PDPC/PDF-Files/Legislation-and-Guidelines/Public-Consult-on-Proposed-AG-on-Use-of-PD-in-AI-Recommendation-and-Systems-2023-07-18-Draft-Cover-Note.pdf
https://www.pdpc.gov.sg/-/media/Files/PDPC/PDF-Files/Legislation-and-Guidelines/Public-Consult-on-Proposed-AG-on-Use-of-PD-in-AI-Recommendation-and-Systems-2023-07-18-Draft-Advisory-Guidelines.pdf
https://www.pdpc.gov.sg/-/media/Files/PDPC/PDF-Files/Legislation-and-Guidelines/Public-Consult-on-Proposed-AG-on-Use-of-PD-in-AI-Recommendation-and-Systems-2023-07-18-Draft-Advisory-Guidelines.pdf
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Rajesh Sreenivasan 
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Telecommunications 
 
T +65 6232 0751 
 
rajesh@rajahtann.com 
 

 

 

Steve Tan 
Deputy Head, Technology, 
Media & Telecommunications 
 
T +65 6232 0786 
 
steve.tan@rajahtann.com 
 

   

   

 

Benjamin Cheong 
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T +65 6232 0738 
 
benjamin.cheong@rajahtann.com 
 

 

 

Lionel Tan 
Partner, Technology, Media & 
Telecommunications 
 
T +65 6232 0752 
 
lionel.tan@rajahtann.com 

   

   

 

Tanya Tang 
Partner (Chief Economic and 
Policy Advisor), Technology, 
Media & Telecommunications  
 
T +65 6232 0298 
 
tanya.tang@rajahtann.com 
 

 

 

Justin Lee 
Partner, Technology, Media & 
Telecommunications 
 
T +65 6232 0453 
 
justin.lee@rajahtann.com 

   

   

 

Wong Onn Chee 
Chief Executive Officer, Rajah & 
Tann Cybersecurity 
 
T +65 6932 2606 
 
onnchee@rtcybersec.com 
 

   

   

     

Please feel free to also contact Knowledge and Risk Management at eOASIS@rajahtann.com 

 

mailto:XXX@rajahtann.com
mailto:XXX@rajahtann.com
mailto:XXX@rajahtann.com
mailto:XXX@rajahtann.com
mailto:XXX@rajahtann.com
mailto:justin.lee@rajahtann.com
mailto:onnchee@rtcybersec.com
mailto:eOASIS@rajahtann.com
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Our Regional Contacts 

  
Rajah & Tann Singapore LLP 

T  +65 6535 3600   

sg.rajahtannasia.com 

  
Christopher & Lee Ong 

T  +60 3 2273 1919    

F  +60 3 2273 8310 

www.christopherleeong.com  

   

 

R&T Sok & Heng Law Office 

T  +855 23 963 112 / 113    

F  +855 23 963 116 

kh.rajahtannasia.com 

  
Rajah & Tann Myanmar Company Limited 

T  +95 1 9345 343 / +95 1 9345 346 

F  +95 1 9345 348 

mm.rajahtannasia.com 

   

 
Rajah & Tann Singapore LLP 

Shanghai Representative Office 

T  +86 21 6120 8818    

F  +86 21 6120 8820 

cn.rajahtannasia.com 

 

  
Gatmaytan Yap Patacsil Gutierrez & Protacio (C&G Law)  

T  +632 8894 0377 to 79 / +632 8894 4931 to 32   

F  +632 8552 1977 to 78 

www.cagatlaw.com 

   

 
Assegaf Hamzah & Partners 

 

Jakarta Office 

T  +62 21 2555 7800    

F  +62 21 2555 7899 

 

Surabaya Office 

T  +62 31 5116 4550    

F  +62 31 5116 4560 

www.ahp.co.id 

  

R&T Asia (Thailand) Limited 

T  +66 2 656 1991    

F  +66 2 656 0833 

th.rajahtannasia.com 

 
Rajah & Tann LCT Lawyers 

 

Ho Chi Minh City Office 

T  +84 28 3821 2382 / +84 28 3821 2673    

F  +84 28 3520 8206 

 

Hanoi Office 

T  +84 24 3267 6127    

F  +84 24 3267 6128 

www.rajahtannlct.com 

  

 

Rajah & Tann (Laos) Co., Ltd. 

T  +856 21 454 239    

F  +856 21 285 261 

la.rajahtannasia.com 

 

 

Rajah & Tann Asia is a network of legal practices based in Asia. 

 

Member firms are independently constituted and regulated in accordance with relevant local legal requirements. Services provided by a 

member firm are governed by the terms of engagement between the member firm and the client. 

 

This update is solely intended to provide general information and does not provide any advice or create any relationship, whether legally 
binding or otherwise. Rajah & Tann Asia and its member firms do not accept, and fully disclaim, responsibility for any loss or damage 
which may result from accessing or relying on this update. 
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Our Regional Presence 

 

 
 
 
 

Rajah & Tann Singapore LLP is one of the largest full-service law firms in Singapore, providing high quality advice to an impressive list of clients.  
We place strong emphasis on promptness, accessibility and reliability in dealing with clients. At the same time, the firm strives towards a practical 
yet creative approach in dealing with business and commercial problems. As the Singapore member firm of the Lex Mundi Network, we are able to 
offer access to excellent legal expertise in more than 100 countries.  
 
Rajah & Tann Singapore LLP is part of Rajah & Tann Asia, a network of local law firms in Cambodia, China, Indonesia, Lao PDR, Malaysia, 
Myanmar, the Philippines, Singapore, Thailand and Vietnam. Our Asian network also includes regional desks focused on Brunei, Japan and South 
Asia.    
 
The contents of this Update are owned by Rajah & Tann Singapore LLP and subject to copyright protection under the laws of Singapore and, through 
international treaties, other countries. No part of this Update may be reproduced, licensed, sold, published, transmitted, modified, adapted, publicly 
displayed, broadcast (including storage in any medium by electronic means whether or not transiently for any purpose save as permitted herein) 
without the prior written permission of Rajah & Tann Singapore LLP. 
 
Please note also that whilst the information in this Update is correct to the best of our knowledge and belief at the time of writing, it is only intended 
to provide a general guide to the subject matter and should not be treated as a substitute for specific professional advice for any particular course 
of action as such information may not suit your specific business and operational requirements. It is to your advantage to seek legal advice for your 
specific situation. In this regard, you may call the lawyer you normally deal with in Rajah & Tann Singapore LLP or email Knowledge & Risk 
Management at eOASIS@rajahtann.com. 

 

 


